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Abstract

Some recent results on high dimensional search are presented. We define d-
dimensional search is high when d approaches log n, for n = number of points
or objects to be searched. For example, the ℓ-level k-range is reported to have
orthogonal range time Q(n, d) = O(log n + A) for A = number of points or ob-
jects in range. Our results show that the ℓ-level k-range requires Q(n, d, ℓ) =
O((2ℓ)(d−1)(log N +A)) time for orthogonal range search, making it impractical for
range search, even for relatively low d. For d-dimensional point data, the venerable
k-d tree is found to be competitive with the Patricia trie adapted for d-dimensional
search. For large d, we present a technique based on the pyramid technique that
we call the PKD-tree. The PKD-tree shows good performance in testing with uni-
formly distributed random data points (n ≤ 1, 000, 000 and d ≤ 100) and with
68,040 32-d data points from a colour histogram dataset.

We adapted the pyramid technique to implement a k-nearest neighbour algo-
rithm called the decreasing radius or DR pyramid technique. Results indicate that
for uniformly distributed random data, the DR pyramid and BBD-tree algorithms
are comparable. For d ≥ 16, we discovered that a naive (brute force) search was
faster than six other algorithms for k-nearest neighbour search. The talk presents
some observations about why efficient search in high dimensions is challenging.
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